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Project Two

The steps that a human would take in order to solve the maze would be simple. This would look like blindly picking a direction to start and working their way through the maze one direction at a time. This would result in them finding what directions that they are able to go and not able to go through trial and error. There would not be any specific methodology for solving this problem through the average person. As the human can successfully find the correct spot in the correct number of moves, they will be able to find the best solution for the problem.

The intelligent agent solves the problem be picking action and moving in that direction. As it progresses through the maze it will find what actions that are invalid and valid actions through trial and error. This results in the agent being able to move in a methodical manner resulting in an accurate grouping or solutions. Once the agent has found the solution it is able to find the best answer to the problem. This results in a solution that takes the least number of moves resulting in the best reward to the agent.

These two methods are very similar because there is a amount of information that is not known to there agent. This means that there is a amount of “guess” work needed to reach the final goal. There is also similarity to the moves that both agents can make within the maze while this is not a result of the agent themselves this does create similar circumstances. The differences between the agents are how they find the answer and how methodical finding the correct answer is. The agent will result in a more accurate answer it a theoretical shorter amount of time.

Exploration is when the program is attempting to find new methods of solving the problem for a greater reward. Exploitation is when the program takes advantage of known data to create a better result for the best reward. In this case Exploitation would be able to solve the problem faster because the answer at the beginning would be unknown with few known variables. The exploitation method would be great at finding the best answer for the problem once the problem has been solved or is close to being solved.

Reinforcement learning would help because you could use the hot and cold method for the AI to learn the problem better. This could in turn look something like when the pirate moves it is rewarded and if it moves closer to the solution it gets a better reward verse if it moves farther away from the reward it gets a smaller reward. If the AI does not move or moves to a spot that it has already been on it does not get a reward. This makes the pirate move towards the reward faster but does not make it so easy as to not learn the solution.

Deep learning is implemented in the game by implementing how the agent will interact with the puzzle to learn the correct route. This can be seen on how the actions are designed to be valid or not and how the reward is given to the AI. This also provided the reward to the AI on what the answer will be within the neural network. This information is than saved as experience and then provided as the input data.
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